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ABSTRACT 
Studies of smart speakers highlight issues people face with under-
standing why unexpected behaviour occurs and with recovering 
from mistakes due to uninformative responses. Yet, our understand-
ing of such intelligibility issues in smart speakers — difculties 
in understanding the device’s behaviour — remains limited, in 
particular, for long-term and frequent smart speaker users who 
may encounter more complex situations than frst-time users. We 
conducted an online survey and interviews with smart speaker 
enthusiasts to investigate how they form an understanding of the 
device’s behaviour and what strategies they use to recover from 
breakdowns. We identifed seven diferent breakdown recovery 
strategies and found that enthusiasts particularly struggled with 
breakdowns in their IoT infrastructure. Informed by our results, 
we propose three research directions: infrastructural breakdowns 
as learning opportunities for understanding the smart speaker’s 
behaviour; leveraging aspects of non-verbal communication as op-
portunities for design; and considering passive users’ intelligibility 
and control needs. 
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1 INTRODUCTION 
Smart speakers are increasingly gaining a foothold in people’s 
homes. In the US alone, there are currently more than 66 million 
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adult smart speaker owners [66]. The concept of smart speakers 
is threefold: users interact with (1) Intelligent Personal Assistants 
(IPAs) through (2) the physical artefact (i.e. the smart speaker itself) 
by using primarily (3) a Voice User Interface (VUI). Examples of 
such IPAs include Alexa, Siri, and Google Assistant. IPAs aim to 
assist in various tasks/activities like cooking, checking facts, playing 
music, and making calls. Smart speakers also increasingly play a 
role in home automation [7, 38], acting as a hub that interfaces 
with various smart home appliances such as smart light bulbs and 
thermostats. 

Despite their widespread use and popularity, recent research has 
identifed several issues with IPAs in smart speakers. For example, 
prior studies have shown that they do not have appropriately de-
signed conversational skills [6, 55, 56, 58, 62], which is further exac-
erbated by the difculty of processing natural language [28, 47, 48]. 
Additionally, smart speakers’ generic cylindrical form and lack of a 
display provide little information for users to infer its state, capabil-
ities [30], and behaviour; which may draw comparisons to “notions 
of a ‘black box”’ as argued by Porcheron et al. [56]. Smart speakers 
are also part of a long history of context-aware technologies [20] 
or so-called ‘sensing systems’ [4]. Researchers have pointed out the 
need for sensing systems to be intelligible [5], namely, inform users 
of what they infer, how they infer this, and what they are doing with 
that information. The issues regarding black box behaviour that 
prior work touches upon (e.g. [56]), suggest that smart speakers’ 
behaviour is not always intelligible to users from a conversational 
perspective. This includes whether the smart speaker is attending to 
the user’s input, whether it has correctly recognized the users’ spo-
ken utterances, whether the user is using the right voice command 
or whether the smart speaker is capable of responding to a specifc 
type of query [6, 15, 47, 48, 56]. Yet, it is unclear what intelligibility 
issues users encounter beyond these conversational issues. While 
most studies to date have focused on frst-time users, frequent and 
longer-term users of smart speakers may have diferent needs, use 
their device in diferent ways, and may encounter breakdowns in 
more complex situations than frst-time users. For instance, Bentley 
et al. observed that the use of automation increased over time in 
smart speaker users [7]. This suggests that a common trend with 
these users may be that they integrate their smart speakers into a 
larger smart home setup over time, where they can interconnect 
and integrate with a large number of other smart home devices, 
which may lead to additional intelligibility issues with respect to 
the device’s behaviour within this larger smart home infrastruc-
ture [44]. However, we do not know yet what intelligibility issues 
frequent smart speaker users encounter. 

To address this gap, we contribute a detailed investigation of 
intelligibility issues with IPAs experienced by a user group that we 
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defne as smart speaker enthusiasts: people who use smart speak-
ers frequently and have done so over a longer period of time (i.e., 
more than two months), are excited about the technology, and often 
share their experiences among peers. In particular, we present what 
enthusiasts technically understand about a wide range of smart 
speakers they own and how they conceptualize these devices’ be-
haviour. Moreover, we look at how enthusiasts address their smart 
speakers, when they encounter unintelligible behaviour, how they 
recover from such breakdowns, and how these issues are handled 
in multi-user settings and in conjunction with other Internet of 
Things (IoT) devices. We conducted two studies with enthusiasts: 
an online survey (N=102) in which respondents were asked to 
perform six tasks with their smart speakers, and semi-structured 
interviews (N=12) to complement the survey. From our fndings, 
we distill three future research directions: infrastructural break-
downs as learning opportunities for understanding the speaker’s 
behaviour; leveraging non-verbal communication as opportunities 
for design; and considering the intelligibility and control needs of 
passive users. 

2 RELATED WORK 

2.1 Intelligibility 
The notion of computers retreating into the background and the use 
of natural ways to interact with those computers were part of early 
visions of ubiquitous computing and calm computing [69]. Bellotti 
and Edwards [5] argued for such context-aware systems [20] to 
be intelligible, i.e. to provide users with an understanding of how 
the system is “interpreting the state of the world”. Researchers have 
provided several frameworks for intelligibility [4, 5, 17, 37], inves-
tigated intelligibility issues in commercial products and concepts 
[17, 73], and demonstrated possible ways to provide intelligibility 
such as graphical interfaces [21, 34, 67], explanations [33, 36, 37, 68] 
or shape-change [54]. Despite the beneft of increased transparency, 
intelligibility can also be harmful if a system behaves appropriately 
yet shows high uncertainty [35]. 

2.2 Intelligibility of IPAs in Smart Speakers 
Designing more intelligible voice-based IPAs is challenging and 
the recent advances in artifcial intelligence (AI) and autonomous 
systems have again moved intelligibility issues to the forefront of 
the HCI community [1]. While there are several VUI guidelines 
[30, 45, 74], some argue that we lack guidelines for voice-based 
human-AI interaction [2]. Amershi et al. [2] present 18 guidelines 
for human-AI interaction and observe that AI systems such as voice 
assistants without any Graphical User Interfaces (GUIs) are the 
least compatible with these guidelines, indicating a need for further 
research into efcient human-AI interaction for products such as 
smart speakers that primarily use VUIs. While manufacturers have 
started producing complementary smart displays for additional 
feedback (e.g., Google Nest Hub), Sciuto et al. [60] found that some 
users prefer to hide their smart speakers away from direct view for 
aesthetic reasons. This indicates that IPAs would not necessarily 
beneft from displays as a medium to provide intelligibility [5]. 

2.2.1 When Smart Speakers Break Down. Breakdowns as described 
by Winograd and Flores [71] are common phenomena where seam-
less interactions with the world through artefacts get disrupted by a 
shift of focus toward artefacts since they stop working. Breakdowns 
ofer opportunities for users to learn about how artefacts work by 
inspecting them closely, which is a core element of intelligibility [5]. 
Porcheron et al. [56] also suggest that designers of smart speakers 
consider the given responses by the system as “the design of interac-
tional resources for users” to understand and overcome breakdowns 
and misconceptions, pointing out the unhelpful responses. 

Similarly, Beneteau et al. [6] conducted a study on how families 
collaboratively repaired communication breakdowns with Amazon 
Alexa. The authors observed how a mother directly instructed her 
son on how to get the desired outcome by telling him what and 
how to say it – teaching her son about the cause of the breakdown. 
This shows that people do attempt to learn from the breakdowns. 
Beneteau et al. [6] also propose that IPAs become more adaptive 
to the breakdown and provide users with useful responses about 
what to do to overcome communication breakdowns. 

These studies [6, 56] show that inexperienced users often ex-
perience conversational breakdowns with IPAs, i.e. the speakers 
sufer from conversational intelligibility issues. What remains in-
sufciently investigated with smart speakers are potential infras-
tructural intelligibility issues [23], which may occur with users 
who have IoT ecosystems in place that are connected to the smart 
speaker such as our smart speaker enthusiasts. Infrastructural break-
downs could remain hidden to the users due to the focus on seam-
lessness and minimalistic design of the devices [56], potentially hin-
dering users from learning about types of system errors occurring 
in IoT ecosystems. Users may suspect a natural language processing 
(NLP) error as it is the most frequent type of error [47, 48], yet it is 
unclear how users deal with non-NLP errors in IoT ecosystems. 

2.2.2 Users’ Understanding of IPAs in Smart Speakers. Cho [15] 
examined frst-time users’ mental models of IPAs in smart speakers, 
showing that they use push and pull strategies for error handling. 
When participants use the push strategy, they provide the IPA with 
more contextual information to ensure that the IPA interprets the 
request correctly. When participants fail to get a desired answer, 
they employ the pull strategy, in which they use broader terms to 
test the boundaries of the IPA’s comprehension. Similarly, Myers et 
al. [47] found that using an unfamiliar voice-based calendar on a 
smart speaker display (e.g. Echo Show) presents obstacles for users. 
They showed that hyperarticulation is a popular tactic against the 
most common type of error: NLP errors. These studies [15, 47] show 
promising results about what strategies users employ to overcome 
breakdowns. However, it remains unclear whether such strategies 
are common among enthusiasts and to what extent these and other 
strategies are used in contexts that go beyond NLP errors, like 
controlling smart home devices. 

2.3 Multi-User Experience with Smart Speakers 
Several studies on smart speakers mention a multi-user aspect. 
Household members share smart speakers [38] and in some cases 
use them simultaneously in a single session [6, 22, 56]. A few studies 
[6, 56, 59] investigated how couples and families interacted with 
smart speakers, indicating that smart speakers are becoming a part 
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of households with multiple inhabitants. However, it is unclear 
if and how smart speaker owners share their devices with others 
outside of their households (e.g., friends or guests), and how owners 
handle potential interaction challenges and breakdowns in such 
scenarios, in particular with interconnected IoT devices. Lau et al. 
[32] identifed scenarios in which primary users of smart speakers 
would (un)intentionally exclude secondary or incidental users such 
as partners, children, and guests from participating and interacting 
with the smart speaker. The idea of making users more aware and 
accountable in interactions with technologies in social settings 
is not new [51], yet it remains an issue in the context of smart 
speakers. 

2.4 Summary 
Related work reveals that when studies touch upon intelligibility is-
sues of IPAs in smart speakers, they mostly discuss conversational 
breakdowns that frst-time users experience. It remains unclear 
to which extent and in which situations smart speakers lack in-
telligibility for enthusiasts, how these enthusiasts deal with, and 
help others (e.g. friends or guests) deal with breakdowns, including 
infrastructure issues [23] that involve other IoT devices, and how 
enthusiasts conceptualize their smart speakers’ behaviour. 

3 APPROACH 

3.1 Research Questions 
To address the gaps pointed out in prior research, we deployed an 
online survey and conducted semi-structured interviews with smart 
speaker enthusiasts to investigate the following research questions: 

• RQ1: How do enthusiasts conceptualize their smart 
speaker’s behaviour? 

• RQ2: How do enthusiasts address their smart speaker? Do 
they approach the device and face it, and what other modali-
ties do they use besides speech? 

• RQ3: What strategies do enthusiasts employ to recover from 
mistakes and system breakdowns? 

• RQ4: How do enthusiasts use their smart speaker with oth-
ers in their households and/or when having visitors? 

Due to the lack of visual feedback, unclear state, and issues 
with discoverability of available commands, smart speakers sufer 
from potential issues with each of Bellotti et al.’s fve questions 
for designers of sensing systems [4]. We briefy summarize these 
below: 

• Address: How do I address one (or more) of many possible 
devices? 

• Accident: How do I avoid mistakes? 
• Attention: How do I know the system is ready and attending 
to my actions? 

• Action: How do I efect a meaningful action, control its extent 
and possibly specify a target or targets for my action? 

• Alignment: How do I know the system is doing (has done) 
the right thing? 

Research questions RQ2 and RQ3 are directly inspired by Bel-
lotti et al.’s [4] design concerns address (in our case, how can users 
direct communication or avoid directing communication to the 
smart speaker?), and accident (how can users avoid or recover from 

errors?). The reason for these two design concerns as our outset is 
due to their strong relations to breakdowns. We hypothesise that 
breakdowns might disrupt the voice interaction fow with the smart 
speaker, which raised questions such as whether breakdowns made 
enthusiasts approach or orient themselves diferently around the 
device. We were also interested in potential strategies enthusiasts 
used to recover from breakdowns. Enthusiasts’ understanding de-
termines how they handle errors, the way they trust and address 
their smart speaker, and might reveal their conceptualizations of 
smart speakers (RQ1). The way enthusiasts communicate with 
smart speakers (RQ2) can provide new insights into strategies to 
provide intelligibility. In our results, we will also touch upon Bel-
lotti et al.’s other questions [4]: attention (how do users establish 
that the smart speaker is attending?), action (how do users discover 
the available commands? [30]), and alignment (how do users know 
the smart speaker is doing the right thing?). RQ4 is motivated by 
prior research [32] suggesting that primary smart speaker users 
(un)intentionally exclude secondary or incidental users from in-
teracting with the smart speaker. In this study, we investigated 
whether this was the case for enthusiasts and how enthusiasts feel 
about sharing their smart speakers with secondary and incidental 
users in their smart homes. 

3.2 Methodology 
To answer the four research questions, we combined an online 
survey with smart speaker enthusiasts (N=102) and semi-structured 
interviews with 12 smart speaker enthusiasts. The online survey 
(Section 4) allowed us to gain an understanding of smart speaker 
enthusiasts’ general experiences with and their usage of smart 
speakers. The majority of the survey questions revolved around six 
tasks that the respondents had to carry out with their own smart 
speaker. They were asked about their experiences with breakdowns 
and potential intelligibility issues, how they perceived their smart 
speakers during interactions, and their thoughts about sharing the 
device with members and non-members of their household. 

The semi-structured interviews (Section 5), on the other hand, 
allowed us to gain deeper insights into the issues smart speaker 
enthusiasts faced, beyond what could be gathered from the on-
line survey. While two interviews were conducted at participants’ 
homes, the majority of interviews (10/12) were conducted remotely 
through video calls due to the large geographical distance. The inter-
viewees shared information about themselves and their households, 
general smart speaker experience and usage, and they refected on 
their level of confdence in using and understanding their device. 
Participants also shared how they understood their smart speaker 
alone and in relation to other IoT devices, and how they felt about 
sharing and using the smart speaker with others in the household 
(e.g. family and guests). We chose to conduct semi-structured in-
terviews instead of on-site observations with participants because 
we were interested in participants’ refections on their overall ex-
periences with their smart speaker, rather than specifc instances 
of breakdowns that happened to occur during our site visit, if at all. 
The online survey and interview questions both cover RQ2–4. To 
answer RQ1, we only relied on the interviews due to the survey 
not giving us meaningful and sufcient data. For each of the six 
tasks in the survey, respondents were asked to rate their level of 



OzCHI ’20, December 02–04, 2020, Sydney, NSW, Australia Mirzel Avdic and Jo Vermeulen 

understanding of what the smart speaker was doing on a 7-point 
Likert-scale, and optionally, to provide additional information to 
describe their lack of understanding. Most respondents provided 
little to no additional information about their understanding and 
the quantitative results showed no clear trends. The online survey 
and interview questions are available in supplementary material A 
and B respectively. 

4 ONLINE SURVEY 

4.1 Respondents 
We sought out respondents through online communities dedicated 
to smart speakers (e.g. on Reddit and Facebook) as well as through 
snowball sampling, asking colleagues, students, and acquaintances. 
We chose this recruitment strategy as it allowed us to specifcally 
target smart speaker enthusiasts. Initially, 119 respondents com-
pleted the survey; however, we excluded 17 participants: One due 
to uncertainty about the seriousness of their answers, another for 
failing to follow the instructions regarding anonymization, and 15 
for using their smart speaker infrequently or owning it only for a 
short period of time. We base our analysis on the remaining 102 
respondents. 

We found that the majority (71/102) of respondents were be-
tween 24 and 42 years old and the majority (86/102) shared their 
household with either family, a partner, or another person. While 
the participants’ native languages spread across 11 diferent lan-
guages, most survey respondents were native English speakers 
and used English with their smart speaker (87/102), of which most 
were US-based (61/87). Nearly all (99/102) of respondents confg-
ured their smart speakers to English, while the rest used German, 
Spanish, or French. In addition, almost all (90/102) used English 
as their daily spoken language. The respondents’ smart speakers 
ranged over 15 unique models. Some participants had several smart 
speakers; one participant even owned nine. Nearly half of the re-
spondents (50/102) owned Google Home products exclusively, 16 
respondents owned Apple HomePods exclusively, 13 Amazon Echo 
products exclusively, and 20 reported a mixture of diferent prod-
ucts. In terms of the rarer types, one respondent reported having a 
Harmon Kardon Invoke, another had an Insigna NS-CSPGASP-B. 
One respondent did not specify the type. 

4.2 Questions and Tasks 
The survey consisted of 143 items, which are a mixture of questions, 
rating statements (7-point Likert Scale), and open-ended text felds 
to elaborate their answers (62/143 items were optional open-ended 
text felds). The full survey is available in supplementary material A. 
The median time for completing the online survey was 14.2 minutes 
and it ran for 97 days. The majority of the questions (114/143) 
revolved around six tasks that the respondents had to carry out 
with their smart speaker; the use of tasks was inspired by Cowan 
et al.’s approach [19]. Our six tasks were as follows: 

1. How will the weather be in your location today? 
2. Find an Italian restaurant within 5 km. If possible, ask a 

follow-up question referring to one of the restaurants men-
tioned in the list of results. 

3. Play “Thunderstruck” by AC/DC. When it starts playing, tell 
your smart speaker to play a song of your choice instead. 

4. Set a 5-minute timer. 
5. Translate ‘Hello, how are you doing today?’ into German. 

• Answer: Hallo, wie geht es dir heute? 
6. Who is the Prime Minister of United Kingdom and where is 

she born? 
• Answer: Theresa May, born in Eastbourne, Sussex. 

For each task, the respondents were asked the same set of 19 
questions to evaluate their overall experience and how they expe-
rienced their smart speaker’s responses. Respondents rated their 
experiences on a 7-point Likert scale with an option to elaborate. 
We made tasks 2, 5, and 6 slightly more difcult than the rest to see 
whether respondents would report having difculties completing 
some tasks and why. Task 2 consisted of two requests (one asking 
about the previous one), task 5 included a diferent language, and 
task 6 was a two-step question. Note that the survey tasks did not 
include instructions on controlling other IoT devices due to uncer-
tainty about how many respondents would use other IoT devices, 
and which types of devices they would own. Use of smart speakers 
with IoT devices was covered in the semi-structured interviews. 
We also asked the survey respondents to rate survey items I1–I5 
(see Figure 1) on a 7-point Likert Scale, which refects their level of 
confdence in using and understanding their device, whether they 
faced it during interactions, and to which extent they liked using 
smart speakers with others. 

4.3 Analysis 
The quantitative data was analyzed using descriptive statistics. One 
of the authors analyzed the qualitative data in the survey using 
comparative analysis, open coding, and conceptual saturation [18]. 
Subsequently both authors discussed using an interpretivist semi-
structured approach [8], which is commonly applied in HCI research. 
The fndings were then grouped according to the research questions 
(Section 3.1). 

4.4 Results 
In the following sections, we discuss the fndings from the online 
survey along the following main themes: respondents and their 
smart speakers (4.4.1); how respondents face and address their smart 
speakers (4.4.2); the smart speakers’ responses (4.4.3); and multi-
user experiences with smart speakers (4.4.4). Section 4.4.1 covers 
general fndings about the survey participants and their smart 
speakers, while the following sections cover RQ2–4, as indicated 
in the section titles. 

4.4.1 Respondents and Their Smart Speakers. The majority of re-
spondents (95/102) reported using their smart speaker daily while 
the rest reported using it 3–5 times per week. The respondents had 
owned their smart speaker(s) between 3 months and 4 years – the 
majority (64/102) owned their device for a year or more. We looked 
into usage domains, and we were particularly interested in home 
automation, which was the most common group (68/102) (together 
with music), and consisted of, e.g. controlling lights, thermostats, 
smart plugs, and unspecifed “home automation.” This is in line with 
Bentley et al. [7] who also found home automation among the top 
domains. 
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Figure 1: Survey items (I1–I5) and results. Top axis represents average Likert scale rating while bottom axis represents the 
percentage of negative and positive ratings of the total number of participants; ’Neutral’ and ’Sometimes’ equally distributed 
on both sides of the scales. The rectangles represent percentages while circles represent averages. 

4.4.2 RQ2-3: Facing and Addressing the Smart Speaker. Respon-
dents rated the statement on whether they faced their smart speak-
ers during interactions (I1, see Figure 1) close to neutral with an 
average of 4.22 (with 1 = Never, 7 = Always), indicating that they 
sometimes face their smart speakers. This is corroborated in two 
optional follow-up questions where 85/102 of respondents gave 
examples of when they would face their smart speaker, and 83/102 
gave examples of when they would not face their smart speaker. 
Respondents frequently (55/85) reported that proximity to their 
device, having the device already in their view, high background 
noise/music, breakdowns, and locations in diferent rooms caused 
them to face their smart speaker. Of those 55, one respondent who 
always faced their smart speaker during interactions explained that, 
“[. . .] it doesn’t understand me otherwise, even if I’m right next to it.” 
However, respondents predominantly (60/83) reported that they 
would not face their smart speaker when they were sitting in the 
same room as the device or were located in a diferent room with 
the device out of sight. One respondent who never faced their smart 
speaker said: “If I fail to get a response at my frst or second try, I 
give up due to the nature of asking the same question of an inani-
mate object coming across as strange, even to family.” Despite the 
breakdowns, this respondent did not mention moments in which 
they would face their smart speaker, as was common with other re-
spondents. Other reasons for not facing the smart speaker included 
other activities (e.g. household tasks or conversing), and a general 
preference to not face the device due to confdence in it being able 
to understand the respondents’ requests. 

The above shows that addressing smart speakers (RQ2) depends 
on the context in which the device and person fnd themselves. 
The data also suggests that some people’s frst instinct if the smart 
speaker does not behave as expected, i.e. a breakdown (RQ3), is 
to face or walk up to the device, or, use an available app on their 
phone to control appliances (e.g. smart light bulbs) or stream music 
to the speaker. 

4.4.3 RQ3: Response from Smart Speakers. The tasks that the par-
ticipants completed with their smart speakers revealed interesting 
breakdowns; especially tasks 2, 5, and 6 due to their inherent com-
plexity. The respondents’ answers showed how the same smart 
speakers replied with diferent error messages. For instance, 26 
respondents had to split the question from task 6 into two, and 
8 HomePod owners mentioned that their device replied, “I can’t 
fnd the answer to that on HomePod” while splitting the question 
gave them the right answer. One HomePod requested the owner to 
use their iPhone. It is unclear to what extent such uninformative 
responses mislabel available features as unavailable due to smart 
speakers not providing sufcient information to recover. In most 
of the difcult tasks, respondents managed to complete the tasks 
using between one and four tries while some (21/102, of which 
18 native English speakers) reported unsuccessful completions in 
tasks 2, 5, and/or 6. Notably, in task 2, a HomePod owner reported 
that their device replied “I didn’t fnd any matching restaurants.”, 
while performing a Google search on another device showed “[...] 
there’s one 3.8km from me. It’s called [Italian name] with ‘northern 
Italian cuisine’ as the tagline, so no excuse to [having] missed that.” 
Some Amazon Echo owners were unable to fnd restaurants due to 
unavailable features. One was asked to install a ‘skill’ (a plugin that 
enables Alexa to perform requests), while others could complete 
the task. 

Interestingly, there are examples of respondents who feel conf-
dent about their smart speaker usage and yet experience break-
downs beyond their comprehension. One respondent slightly 
agreed to being very good at using the smart speaker (I2) and 
slightly agreed to being in control (I3) while also noting that “Com-
mands suddenly don’t work anymore or give strange outputs.” Simi-
larly, another respondent who slightly agreed with both I2 and I3 
said that, “Sometimes I wonder if I just don’t know how to word the 
question or command in a way that the speaker would understand.” 
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4.4.4 RQ4: Multi-User Experience. We asked the respondents to 
share their experience of using smart speakers with other people 
(RQ4). 72/102 respondents reported using their smart speakers 
together with others. One respondent reported, “I would love it 
if it were more intuitive to use devices like this. Everything seems 
geared toward people who are more gadget-oriented or willing to 
research things they can do.” This might be why responses such 
as “An intercom feature would be helpful in this scenario” occur 
from a U.S. Google Home owner, even though that feature has 
been available since November 2017 [75]. This respondent had 
owned a smart speaker for 12–23 months and used the device 
daily with a partner and had rated I2 and I3 at 7 and 6 respec-
tively. This shows that even experienced and confdent enthu-
siasts experience discoverability problems as is common with 
VUIs [30, 74]. 

53/72 of the respondents used their smart speaker with 
others by playing music at gatherings, entertaining chil-
dren with music, video chatting through their smart speaker 
displays (e.g. Amazon Show) among other activities. And 
13 out of those 53 reported non-collaborative activities as 
well. These were things like family calendar updates, shop-
ping lists, adjusting thermostats, or as a respondent said, 
“I sometimes set reminders for my husband.” 

We analyzed the respondents’ open-ended answers to I4-I5 since 
the neutral average ratings made the Likert scale difcult to as-
sess. Those who disagreed and strongly disagreed with I4, did 
not elaborate their answer, while two who slightly disagreed men-
tioned that they would have difculties imagining how features 
and extensions to the smart speaker would work with respect to 
the device encouraging multi-user interactions. One participant 
who slightly agreed said, “[. . .] asking my smart speaker for facts 
feels more like part of a conversation, while pulling out my phone 
seems rude in the midst of a discussion.” Finally, a respondent who 
strongly agreed with I4 thought, “It would be fantastic to include 
some type of presence detection based of of Wi-Fi that greeted new 
users and ask[ed] them their name to learn any preferences they have.” 
These examples show how a more inclusive smart speaker could 
work. 

Regarding the preferences of using smart speakers with others, 
the optional open-ended question: In which context would you do 
tasks with others? showed that even those that (slightly) disagreed 
with I5 had moments in which they would use their smart speakers 
with others. Those that were neutral had a mixture of experiences 
such as “when we are cooking together, one of us will set a timer, 
another one will check on or clear it.”, to “generally, we don’t use 
Alexa ‘together”’. Meanwhile, one who strongly disagreed with 
I5 said, “I fnd that people who don’t use Alexa (or similar) often 
get confused when speaking to the smart speaker, which means it 
takes much more time to perform tasks, so I prefer to not use it with 
others.” 

The above fndings shed light on RQ4, showing that owners 
of smart speakers who are more acquainted with the IPA do not 
always desire asking new users to partake in unclear interactions 
through a VUI. On the other hand, simpler and playful commands 
such as turning on kitchen lights or playing a game seem more 
common. 

5 INTERVIEWS 

5.1 Participants 
For the interviews, we again recruited smart speaker enthusiasts 
who owned and used smart speakers regularly. We announced a 
diferent call for interviews through the same online communities 
as for the survey, supplemented with local advertising at our uni-
versity to widen our range of participants. 14 people responded to 
our call for interviews, one was rejected due to only using their 
smart speaker sporadically, while another one was excluded due to 
audio issues. Of the remaining 12 interviews, two were conducted 
at the participants’ homes and ten via video calls due to the large 
geographical distance. Interviews lasted on average 75 minutes. 
Three interviewees also participated in the survey. The majority 
(7/12) of participants were between 24 and 42 years old. While none 
of the interviewees were native English speakers, the interview 
was conducted in English (which all interviewees were comfort-
able with) and most interviewees used English with their smart 
speakers (9/12), while three used it in their native language (two 
in German and one in French). 7/12 participants owned Google 
Home products, three owned Amazon Echo products, and two an 
Apple HomePod. Interviewees reported four types of households: 
7/12 lived as a family, two lived alone, two shared their home with 
roommates, and one was living with their romantic partner. While 
we did not interview other household members of the intervie-
wees, discussions in the interviews also refected on these other 
household members’ experiences. Participants’ duration of owning 
a smart speaker varied from 2 months to 42 months. Note that the 
participant who owned their smart speakers for 2 months already 
had an initial IoT setup and plans for expansion. All participants 
used their smart speaker(s) daily. Four considered themselves smart 
speaker developers (working on features for smart speakers or 
home automation), four worked in the IT industry, while four did 
not specify. 

5.2 Procedure 
First, we introduced the participants to the topic of the study, fol-
lowed by a short survey to collect initial data (e.g. on language 
use, types of smart speakers, household information, confdence 
in using and sense of being in control of their smart speaker). We 
divided the rest of the interview into two themes: understanding 
the smart speaker and multi-user scenarios. The full interview pro-
cedure is available in supplementary material B. The participants 
were furthermore encouraged to share anything else they found 
relevant to the topic being discussed. The interviews were audio 
recorded and transcribed. The two in-person interviews were also 
video recorded. 

We also asked the participants a leading question: Do you some-
times perceive your smart speaker as a ‘black box’? We asked this 
because Porcheron et al. [56] suggested that the Amazon Echo’s 
lack of transparency regarding its state, was akin to a ‘black box’ 
system. Leading questions are commonly used to verify and check 
the reliability of interviewees’ answers, and interviewer’s inter-
pretation [10]. We then followed up by asking the participants to 
explain how the smart speaker works, to get a nuanced understand-
ing. We also ensured that the participants knew what we meant by 
‘black box’. 
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5.3 Analysis 
As in the survey, the interview transcripts were analyzed using 
comparative analysis, open coding, and conceptual saturation [18]. 
Moreover, one author coded the data to familiarize himself with 
the data and then further discussed together with the other author 
to develop themes as in an interpretivist semi-structured approach 
[8]. 

5.4 Results 
In the following sections, we discuss the results from the interviews 
along the following main themes: confdence in using the smart 
speaker(s) (5.4.1); understanding of the IPA’s behaviour (5.4.2); trust 
in the smart speaker (5.4.3); addressing the smart speaker and the 
use of feedback (5.4.4); strategies to recover from mistakes and 
breakdowns (5.4.5); and use of smart speakers with multiple people 
(5.4.6). 

Lastly, to distinguish the participants who considered themselves 
to be smart speaker developers, participants will be referred to as 
P1–P12 with the sufx D (developers) or sufx N (non-developers): 
e.g. PN1/PD7. 

5.4.1 Confidence in Using and Feeling in Control. On average, par-
ticipants rated themselves as relatively good at using their smart 
speaker (5.25 on a 7-point Likert Scale) while feeling slightly in con-
trol of their device (4.58 on a 7-point Likert Scale). These numbers 
are in line with the results of the online survey, shown in Figure 1. 

5.4.2 RQ1: Participants’ Understanding of IPAs in Smart Speakers. 
Five participants said that they perceived their smart speaker as a 
‘black box’. PD7, whose occupation was within smart home automa-
tion, perceived their Google devices as a ‘black box’ to a certain ex-
tent. PD7 found it difcult to identify the locus of an error, yet, they 
said, “[Google] does a good job of describing exactly what happened 
and why it did [what it did].” PD7 acknowledged this contradiction 
while stressing that they would not prefer the IPA to explain how 
things worked. This is in contrast to PN1 and PN11 who perceived 
their Google Home and HomePod respectively to not be a ‘black 
box’ due to the lack of artifcial intelligence. PN1 said that they 
believed their Google Home consisted of preprogrammed if-then 
statements, similar to a trigger-action approach [65]. Conversely, 
PN11 did believe that the Google Home was more intelligent than 
their HomePod since it used the collected data to improve its ser-
vices. Contrary to our expectations, that enthusiasts who had a 
less complete understanding of their smart speaker would be more 
likely to identify the device as a ‘black box’, they seemed to fll in the 
gaps in their understanding with what they thought must be true. 
The interviews also showed, unsurprisingly, a contrast between the 
developer participants (4/12) and the non-developers, in terms of 
describing how a smart speaker worked. The four developers had a 
much clearer model of the smart speaker’s process, while the other 
eight had a vague idea that the device connected to ‘cloud’ servers 
and processed requests there. PD12 said the following: 

“I basically know what’s in there, like you have the 
hot word at the beginning, after that you have ASR 
[Automatic Speech Recognition] to recognize what you 
say, and after you have the NLU [Natural Language 

Understanding], that understands what you say. And 
the request is sent and is done.” 

On the other hand, PN3 used available information about the 
smart speaker’s interpretation as a cue for how the device worked 
and explained the following: 

“I guess it records and translate[s] my voice and trans-
lates it into something written and then it reads that and 
tries to answer the best with sort of machine learning 
or something like that.” 

Participants with little to no technical background had little 
knowledge about the way their devices communicated with other 
smart home devices. Six participants (of which one developer) in-
dicated that the current mobile applications were missing clearer 
information about how the users’ various smart devices were in-
terconnected, while 3/6 participants suggested that some type of 
visualization would be great. PN4 came up with the idea that their 
smart speaker could dim light bulbs to indicate the light bulb’s con-
nectivity while Bluetooth speakers could make sounds. In contrast, 
PD10 mentioned that they were working on their own desktop 
view of the diferent connections: 

“I think it would be helpful if you could see more than 
just these devices connected. It would be helpful if it 
would give me options there as well. So, sort of like a 
discovery feature for things you can do with your own 
stuf.” 

On the other hand, fve participants (of which three developers) 
found it mostly sufcient to use the available app for the smart 
speaker to check connections between devices, while two of them 
said they were open to further improvements. It is also important 
to emphasize that fve participants (both with IT and non-IT back-
grounds) mentioned that the increased number of interconnected 
devices with the smart speaker raised the level of complexity mak-
ing it difcult to keep an overview of commands and devices. On a 
similar note, PD7 said: 

“[...] it’s incredibly unclear precisely how often [smart 
speakers] are being updated, if they work at all, who’s 
responsible for them working. [...] from a [...] devel-
oper perspective, I understand that Philips is contacting 
Google APIs... and I know how technically this all works 
together. Once it stops working it’s incredibly frustrat-
ing that you don’t really know who to talk to... to get 
things to work...” 

Despite PD7’s better understanding (RQ1), this shows how dif-
fcult it can be to identify where mistakes happen if the speaker is 
connected to other devices and services. 

5.4.3 RQ1: Trusting the Smart Speaker. We examine trust both from 
a perspective of privacy as has been investigated by, e.g., Lau et 
al.[32], and Bellotti et al.’s alignment (How do I know the system is 
doing the right thing?) [4]. This contributes to RQ1 as the depth 
of enthusiasts’ understanding of the smart speaker’s behaviour 
and its impact to what extent it is trusted to handle potentially 
harmful actions. We asked the following question: Do you trust your 
smart speaker? From a privacy perspective, only PD12 was unsure 
about how to answer this question while all other participants 
trusted their devices despite acknowledging their lack of knowledge 
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about what happens to their data. PD12 designs smart speakers and 
explained that they only feel comfortable having their HomePod 
in their living room. Our participants seemed to trust the speaker 
companies with relatively few privacy concerns, which is in line 
with fndings by Lau et al. [32]. Lau et al. suggest that it might 
be due to an incomplete understanding of privacy risks, or, as we 
observed with PN2 and PN4: convenience outweighed privacy 
concerns, for instance, over the device listening all the time. 

From an alignment perspective [4], fve of the participants (all 
non-developers) mentioned that they did not feel confdent enough 
about the smart speaker handling potentially harmful things, due to 
the technology’s early stage of development – yet, three developers 
suggested two-factor authentication as a possible solution. Only in 
rare occasions would three participants consider turning of their 
devices. For instance, PN2 mentioned that they would unplug the 
device in case they and their family rented their house to others 
while they were gone to avoid any uncomfortable experiences for 
the guests. PN4 recalled an experience when the lights in their 
apartment, connected to home automation, were turned on for a 
whole week while they were on vacation. While notifed on their 
phone, they were unable to switch the lights of, and referred to 
the danger of connecting smart speakers to appliances such as an 
oven, which can become dangerous if unattended. This shows that 
some enthusiasts are cautious of the novelty of the technology and 
the device’s unpredictability, which relates to alignment [4], i.e. not 
doing something unwanted when the user is not present, or not 
being triggered accidentally. 

5.4.4 RQ2: Addressing the Smart Speaker and Feedback. All 12 par-
ticipants preferred not to face their smart speakers due to the nature 
of issuing voice commands and the provided audible feedback from 
smart speakers. The audible feedback the device provides when it 
triggers, frees up the user’s visual attention. However, PN2 and 
PN5 both have two small children and have experienced that they 
interact with the smart speakers playfully by walking up to the 
devices and speaking to the devices. In addition to these two par-
ticipants, some of the other participants explained that when ad-
dressing the smart speaker, it is normal to look at the device for the 
frst period of owning it. Children have been observed facing and 
interacting playfully with smart speakers by moving their hands 
in front of the devices and touching them [22]. In contrast, some 
adults place their Amazon Echo out of direct view [60]. Hence, 
we investigated if physical interaction was preferred over voice 
sometimes. Three participants mentioned that their choice of input 
mechanisms depended on the situation. PN11 mentioned that they 
usually trigger their HomePod by tapping on it when they lie in bed 
and know that other family members are asleep. PN6 said, similarly, 
that their Google Home is within hand’s reach on their desk and 
they fnd it more convenient to physically control the trigger, stop, 
pause/resume, and volume up/down commands. The context thus 
determines whether physical controls are used. 

The participants occasionally used their companion apps on 
their phones to check what the smart speaker understood. Still, 
they deemed the physicality of the device to be important for them 
to have a point of reference in case of breakdowns that go beyond 
rephrasing requests. As PN5 pointed out, “Always turn of, turn on. 
That’s rule number 1 within IT ” referring to the importance of being 

able to go back to the smart speaker and restart it. This refers to 
accidents [4], where knowing how to recover from breakdowns is 
important for users, through familiar interfaces that allow users to 
address [4] the system correctly. The majority of the participants 
also acknowledged that breakdowns do make them face their device, 
depending on the number of failed requests. PN4 noted: 

“Actually, when it’s doing something wrong [. . .]. So, 
there I address it directly and I go to it or come near to 
it and then I repeat it slowly and loud again. So, that is 
kind of interesting because I could just also do it by my 
smartphone or something like that [. . .]” 

This echoes responses from the survey. Building on this close 
communication pattern, PD7 who thought that the reason they 
were being conversational with the IPA on their smart speaker and 
not their IPA on their phone was exactly because “smart speakers 
respond in a very personal sort of way, has a very personal sort of 
voice”. PD7 further explained that the smart speaker does not tether 
them to a device like the phone does, allowing them to move freely 
about, while also pointing out that they fnd the IPA on the phone 
intrusive and unpleasant to interact with. This suggests that the 
type of voice and even the device through which the IPA is invoked 
can infuence anthropomorphic characteristics. 

PN4, PN8, and PD12 mentioned that they would walk up to the 
smart speaker at times to improve its interpretation if the device 
would not execute the right action. Notably, PN1, who is a non-
native English speaker, expressed that changing the temperature 
in the kitchen with Google Home works well “[...] but only when 
I am facing the assistant and speaking loudly and clearly [...]”. In 
addition, many participants mentioned that if there was too much 
background noise, the smart speaker would have difculties picking 
up trigger words and would require participants to either shout or 
get closer to the device. PN5 had an interesting experience when 
they were cooking in the kitchen: 

“[...] if the volume is turned down to [. . .] 10% in the 
kitchen and it talks to me and I have the exhaust hood 
turned on, then I can’t hear the speaker. [. . .] Then 
I just turned around and [. . .] I said ‘Hey Google, set 
volume to 80%’... ok, and I said, ‘Please repeat command’, 
because I wanted to know what it said, and it said ‘Last 
command is, turn volume to 80%’ [. . .].” 

This example shows how issues with attention [4] highlight 
problems such as unintended actions and wasted input eforts due 
to the system’s lack of contextual awareness. 

The above scenarios show how facing the smart speaker can 
depend on breakdowns (RQ2). This is in line with the online survey 
responses as they also suggested that addressing and recovering 
are intertwined. 

5.4.5 RQ3: Recovering from Mistakes and Breakdowns. Inspired by 
Porcheron et al.’s [56] fndings that showed how frst-time users 
were unable to act upon default responses, we asked if there was any 
immediate action that enthusiasts would take to intervene in a mis-
take. Nine participants agreed that the current ‘stop’ command was 
sufcient in most cases. Yet, a few mentioned that a more efective 
way of intervening would be preferred due to sometimes having 
difculties triggering the device, while PN1, PN4 and PD7 pointed 



Intelligibility Issues Faced by Smart Speaker Enthusiasts in Understanding What Their Devices Do and Why OzCHI ’20, December 02–04, 2020, Sydney, NSW, Australia 

out the potential beneft of smart speakers giving options to users, 
where the device would ask them something along the lines of “Did 
you mean...?”. When asked, all 12 participants agreed that alterna-
tives would be a great feature though in moderation or as needed, 
since spoken lists of alternatives can become overwhelming. 

Furthermore, PN4 mentioned that smart speakers need to be able 
to handle diferent tasks appropriately with diferent procedures, 
which corresponds with Mennicken et al.’s suggestion of making 
voice assistants domain-specifc [42]. PN5 suggested, when they 
say “‘Hey Google, turn of light in kitchen’ and what I actually meant 
was the living room [...]” that the smart speaker would then reply, 
“The light in the kitchen is already turned of, do you want me to turn 
it of in the living room?” PN6 viewed alternative interpretations as 
guidance on how to utter a command, “If I ask a command [that] 
I don’t know the exact phraseology or syntax of, then I would think 
it’s very useful, I would defnitely use this.” This suggests that alter-
natives do not necessarily have to relate to the interpreted input, 
but can also reveal available phrases. This could help to address 
discoverability issues [30, 74]. 

As for discoverability and Bellotti et al.’s action design consider-
ation (i.e. how do users discover and select an available command) 
[4], PN1, PN2, and PN5 said that they sometimes forget the ex-
act phrasing of a request required by the smart speaker. During 
the interview with PN1, they attempted nine times to change the 
temperature in their home with a voice command, however, their 
frst three attempts did not work. Before picking up their tablet to 
look up the “If-This-Then-That” command that they specifed on 
IFTTT.com, they said, “The question is, did I forget the right com-
mand or didn’t it understand me?” Even after fnding the phrases, 
they succeeded only the sixth time; it took them nearly 4.5 minutes 
to succeed. On the other hand, PN2 had a structured approach: 

“[. . .] I will go back through the hierarchy, like frst 
look in the Alexa app, then look in the Sonos app or the 
Hue app [be]cause the data from the Alexa app comes 
from there. And then if that doesn’t work, I have to look 
into the Sonos status reports” 

PN5 pointed out that they had long-term memory issues and 
found themselves occasionally forgetting exact phrases to use for 
adjusting lights in the diferent rooms. This shows how VUIs often 
do not adhere to common UI guidelines (e.g. reducing short-term 
memory load [45, 50, 61]), and refects the importance of designing 
for dynamic diversity and universal usability [26, 61], given that 
users with a range of disabilities are using smart speakers [9, 57]. 

In summary, through our interpretivist approach, seven strate-
gies emerged that describe how our participants address break-
downs (RQ3) (see Table 1). The individual strategies are used in 
various contexts and are sometimes used sequentially as pointed 
out by PD12: 

“ [. . .] when [HomePod] doesn’t trigger at frst, [. . .] I turn around 
to see that.” and “When it’s maybe really not picking up like sort of 
fourth time”, PD12 confrmed that they would walk up to the smart 
speaker. This raises open questions, such as how much do users 
tolerate until they give up or move to a diferent product altogether. 
And as pointed out by PD7: “ [. . .] if you check the Google Home 
Reddit [. . .] you see the exact same posts over and over again. People 
who have lights that don’t connect, or people who have a bulb that 

specifcally doesn’t [want to] update.” and continues to emphasize 
the frustration that people get when they “ [. . .] get a device and 
want it to work immediately and perfectly, and you don’t really give 
a device multiple chances, especially not a device that you need daily.” 
This situation shows how difcult it can be to establish an IoT 
ecosystem in one’s home without the help of the community of 
enthusiasts. 

S1 and S2 refect that users indeed make use of common human-
human communication practices to improve their directional inter-
action with the smart speaker, answering RQ2 about facing and 
approaching the smart speaker. S3 is among the common strategies 
used in overcoming NLP errors [38], which were also regularly 
experienced by our interviewees. This makes NLP error recov-
ery strategies such as hyperarticulation, simplifcation, and adding 
more information to utterances the frst type of strategies to be 
used [47]. However, they are of little use in overcoming infrastruc-
tural issues. S4, S5 and S7 refect the limitations of current smart 
speakers’ capabilities, where enthusiasts tend to exhibit interest 
in investigating such infrastructural breakdowns by looking for 
solutions that require external sources of information about how 
to overcome a particular breakdown with their smart speaker, as 
the smart speaker does not provide sufcient information. Finally, 
S6 corresponds to voice interaction not always being ideal, hence 
the preferred physical interaction with smart speakers in some 
instances. 

5.4.6 RQ4: Multi-User Scenarios. To answer RQ4: we set out to 
get a sense of who was responsible for the smart speaker(s) in the 
households and who felt ownership of the smart speaker(s). PN1 
said that setting up specifc commands outside the smart speakers’ 
built-in commands requires them as the primary user to instruct 
and update others in the household. Similarly, PN2, 3, 5, 6, and 
PD10 also indicated that they were the ones who introduced the 
smart speakers’ built-in features to their family. While PD7 and 
PD9 did not live with family members, PD7 shared their fat with 
a roommate who had to deal with the smart speaker regardless 
of their opinion about it, and PD9 explained how they introduced 
smart speakers to their family (e.g. (grand)parents) in their homes. 
This role is in line with Mennicken and Huang’s [43] observations 
about ‘home technology drivers’ in smart homes, people who re-
search, acquire, and implement home automation technology in 
their spare time. Mennicken and Huang also pointed out that most 
of the adult members of the households in their study fell into the 
‘passive users’ group: people who did not directly engage in plan-
ning, research, maintenance, and confguration, but did have some 
familiarity with the home automation system through use. This fts 
our observations of most interviewees describing their cohabitants 
and guests in line with passive users. 

Participants were generally open to guests using the smart speak-
ers for sources of information, entertainment, and controlling other 
smart devices. The smart speaker was considered a common device 
available for everyone to use, due to having limited or no personal 
information on the smart speakers. PN4 pointed out how their 
family viewed this as “Just one of dad’s fun ideas” (referring to 
themselves) and “the wife thinks it’s almost annoying, so far. But 
she has begun lately to give it commands.” PN4’s wife started using 
the countdown feature for when the children brush their teeth and 

https://IFTTT.com
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Table 1: Seven strategies enthusiasts used to recover from breakdowns. 

Strategy Examples Quotes from participants 
S1: Turn towards the smart 
speaker. 

PD12 faces the smart speaker if it does not 
trigger. 

“But when [HomePod] doesn’t trigger at frst, [. . .] I turn around to see that.” 
– PD12 

S2: Walk up to the smart 
speaker. 

PN4 walks up to the smart speaker to 
enunciate the utterance. 

“[. . .] when it’s doing something wrong, I go to it and then I face it quite 
often. So, there I address it directly and I go to it or come near to it, and then 
I repeat it slowly and loud again. So, what is kind of interesting because I 
could just also do it by my smartphone or something like that but I really go 
to the speakers and face it [. . .]” – PN4 

S3: Retry request a number 
of times. 

PN1 tried nine times in a row to trigger an 
IFTTT command until they succeeded in 
changing the temperature in the kitchen. 

“And sometimes, it’s hard to remember precisely the sentence. That’s the 
problem with if-this-then-that. Just [have to] think a moment. . . Because I 
haven’t used it for many months because it was so hot. . .” “heat kitchen to 
the twen. . . [. . .] heat kitchen thirty. . . [. . .] heat kitchen 23 degrees 
[. . .] heat kitchen 23. . . [. . .] heat kitchen 23 degrees [. . .] kitchen 23. . . 
[. . .] kitchen. . . [. . .] kitchen 22 degrees [. . .] kitchen radio. . . [. . .] 
kitchen 22 degrees” – PN1 

S4: Investigate the issue on 
a smart-phone or tablet. 

PN2 goes through a number of apps on 
their phone. 

“I will ask [Alexa] to do a certain thing. And when it [doesn’t] work I [will] 
then have to [. . .] debug it somehow [...] go back through the hierarchy. 
Like frst look in the Alexa app, then look in the Sonos app or the Hue app 
[be]cause the data from the Alexa app comes from there. And then if that 
doesn’t work, I have to look into the Sonos status reports” – PN2 

S5: Complete task through 
companion app instead. 

PD12 uses their phone to stream music if 
the smart speaker fails to play music. 
PN8 is more inclined to give up on the 
speaker if it fails to play music than if it 
fails to create a timer, as it is easier to select 
music on the phone. 

“[. . .] some music that I want to play, sometimes [HomePod] doesn’t 
recognize or I have to go to my phone and... look for it and stream it.” – 
PD12 
“If I am setting a timer for example, I might try more times than if I am trying 
to play some music. In that case, I give up more easily and play the music 
through the app on my phone instead.” – PN8 

S6: Physically interact with 
the smart speaker. 

PN1 uses the smart speaker’s physical 
buttons to lower the music volume. 

“[. . .] when we have guests as yesterday, it’s pretty loud, many people are 
speaking. Then it’s difcult to communicate with the [smart speakers]. So, 
often you have to turn up and down the music. . . the volume, physically.” – 
PN1 

S7: Get help from the 
online community. 

PN2 checks online forums where other 
enthusiasts share their experiences. 

“I always go online and check if there [are] some skills that some of the other 
guys are using and then perhaps try them if they make sense.” – PN2 

when the family is cooking, as well as asking the smart speaker 
trivia questions. Yet, participants pointed out that some passive 
users (usually guests) showed a reluctance in using the smart speak-
ers. Meanwhile, PN11 was worried that someone, such as a sibling 
or guest, would ask the HomePod to read aloud personal messages 
linked to their smartphones, while PD12 did not connect their 
phone’s messages to the smart speaker. Despite the voice recogni-
tion functionality, PD9 pointed out that siblings with similar voices 
can trigger each other’s calendar. Regarding alignment [4], users 
have the option to check their activity log in the mobile application 
and listen through all the latest activities to verify that nobody 
accidentally or intentionally accessed their personal information 
(e.g. calendar). Yet, none of our participants mentioned doing so 
every day nor after having guests over. 

6 SUMMARY 
RQ1 – How do enthusiasts conceptualize their smart 
speaker’s behaviour? The data suggests that enthusiasts vary 
in their interpretation of how their smart speaker works depending 
on their experience and background. As discussed previously, less 
tech-savvy enthusiasts without a technical background rationalize 
the smart speaker’s behaviour as primitive with no AI, while the 
enthusiasts with some technical background within the IT industry 

showed some understanding of machine learning. Finally, the de-
velopers provided a relatively complete description of how smart 
speakers work. 

RQ2 – How do enthusiasts address their smart speaker? 
Do they approach it and face it, and what other modalities 
do they use besides speech? From our interviews, it was clear 
that speech and hands-free interaction with smart speakers was 
preferred due to the natural language interface. However, our data 
has shown that majority of our participants experience the need 
to face their smart speakers in times of breakdowns and in some 
cases even felt forced to walk up the smart speaker to ensure it 
understood them. While physical interaction with the smart speak-
ers was reported to be infrequent, in some situations a quick ‘tap’ 
on the smart speaker allowed for a faster interaction and was thus 
occasionally preferred over speech. This is indicative of a possi-
ble preference for a multimodal interface over a strictly unimodal 
interface. 

RQ3 – What strategies do enthusiasts employ to recover 
from mistakes and system breakdowns? Table 1 shows seven 
strategies used by our enthusiast participants during smart speaker 
breakdowns. It is important to point out that despite the develop-
ers’ stronger grasp of the smart speaker’s inner workings, they still 
experienced uncertainty regarding breakdowns in the context of 
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IoT ecosystems. Our results suggest that there is a lack of trans-
parency in a home’s IoT ecosystem, even for users with advanced 
knowledge on smart speakers, and that enthusiasts draw a lot on 
online communities for help. 

RQ4 – How do enthusiasts use their smart speaker with 
others in their households and/or when having visitors? Our 
participants made it very clear that smart speakers are part of the 
home, especially if they can control other smart home appliances. 
They should be accessible to others, both household members and 
people visiting their home, making the smart speaker a shared tech-
nology. However, enthusiasts mentioned that they bear the brunt 
of this burden, becoming responsible for maintaining the devices, 
informing passive users about the changes as well as helping them 
during breakdowns. 

Our fndings extend prior work by highlighting challenges that 
enthusiasts encounter in their interactions with smart speakers 
within IoT ecosystems, beyond conversational challenges with 
smart speakers alone. Importantly, our results also suggest that 
technically skilled users and developers who likely have a better 
understanding of smart speakers and smart home setups, like some 
of our interviewees, still experience difculties locating and over-
coming infrastructural errors. This suggests that there is a need for 
smart speakers to be more intelligible and support users in overcom-
ing such issues regardless of the user’s experience or background, 
in particular when smart speakers are interacting with a larger 
IoT infrastructure. Our interviews show that our participants often 
ended up in a position in which they become the leading experts in 
their household, as they tend to be the primary users in charge of 
the smart home transformation in their home. This might become 
an extra burden on the primary users, as they are the responsible 
ones who have to maintain the system in place. 

7 DISCUSSION 
From our fndings, we synthesized three discussion points for future 
research that should be considered given that smart speakers are 
increasingly pervasive in people’s homes. 

7.1 Infrastructural Breakdowns as Learning 
Opportunities 

In addition to conversational breakdowns, a common source of 
errors that our interviewees experienced are infrastructural break-
downs due to the speaker being part of a larger ecosystem of ser-
vices and appliances. It is hard to recover from infrastructural break-
downs due to issues with infrastructural intelligibility [23]: difcul-
ties in understanding how the individual IoT devices and services 
work together to form a large ecosystem. This is even experienced 
by enthusiasts who have a strong grasp of how smart speakers 
work conceptually such as several of the developers among our par-
ticipants. As we will explain below, we suggest that smart speakers 
could help users in identifying these infrastructural breakdowns 
and suggest possible ways to overcome them. 

While prior work has suggested to use smart speakers’ responses 
as a medium to help recover from communication breakdowns 
[6, 56], our interviewees pointed out the limitations of voice inter-
action to overcome breakdowns. For example, they had concerns 
about having to listen to long lists of options through an IPA’s voice 

(Section 5.4.5). Currently, neither the visual nor the auditory modal-
ity is ideal to provide information to recover from infrastructural 
breakdowns: few smart speakers have displays, speakers are often 
hidden from direct view [60], and speech can be overwhelming 
[45]. Yet, visually impaired users may prefer information delivery 
via high-pace speech [9]. For all users to learn from breakdowns, a 
“one-size fts all” approach to intelligibility is not desirable. 

Users tend to prefer comprehensible and practical information 
that helps and improves their daily interactions with intelligent 
interactive systems such as recommendation algorithms [11]. This 
is refected in PD10’s attempt to make a personal overview of the 
connectivity between their IoT devices and the devices capabilities. 
The streamlined, minimalistic and seamless design of smart speak-
ers might in fact make the technology less accessible and intelligible. 
Despite this, our participants did not portray their smart speakers 
entirely as black boxes nor did they suggest that it was useful to 
think about it in such a way. Instead, they portrayed their smart 
speakers as less capable during infrastructural breakdowns and felt 
that the limited information about the respective breakdowns could 
be improved to enable users to act appropriately. 

This discussion emphasizes the value of designing technology 
through a seamful [13] and upfront approach about the issues 
that arise regarding the smart speaker’s internal behaviour. We 
do not argue that all technical errors need to be presented to the 
user’s immediate attention, however, we do argue that those choices 
should be the user’s decision to make. The aim is to not only reveal 
imperfections in the interactions between user and smart speaker, 
but also to enable users to identify which issues are related to the 
larger IoT infrastructure [23], and which of those are within and 
beyond their control. 

One way of designing seamful smart speakers would be to in-
volve the community in the process of learning from infrastructural 
breakdowns, since enthusiasts already seek out help on online fo-
rums about the immediate issues they face with their smart speakers. 
Smart speakers could leverage knowledge from online communi-
ties or a new dedicated platform where smart speaker enthusiasts 
share their experiences, solutions, and challenges, which the smart 
speaker could present to users. This could make smart speakers 
and users collaborators in overcoming infrastructural breakdowns 
in their homes. Similar work has been done in the context of pro-
viding community assistance with command recommendations 
in novice-to-expert transitions in complex software applications 
[24, 40]. Trigger-action commands [65] through services such as 
If-This-Then-That (IFTTT.com) are already a common way to take 
advantage of “recipes” shared by other people in the smart speaker 
community. In addition to sharing such rules or commands, we 
argue that the communities’ expertise and experience with smart 
speakers in smart homes could be utilized as well, similar to how 
others have shown the potential of crowdsourcing contextual help 
for web applications [14]. 

Another possible solution would be to break the conversational 
metaphor, entering a diagnostics mode where user and smart 
speaker collaboratively investigate the infrastructural breakdown 
at hand, bringing forth the seams in the technologies within the 
smart home. This diagnostics mode could consist of questions and 
answers between the user and the smart speaker, allowing the de-
vice to narrow down the scope of possible issues and solutions 

https://IFTTT.com
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(e.g. [52]). Explanatory approaches have been researched exten-
sively for complex software [46], context-aware systems [37] and 
end-user debugging of machine-learned systems [31]. In particular, 
explanations have been shown to improve users’ understanding 
of semi-autonomous interactive behaviour [37]. This supports the 
idea that users of semi-autonomous interactive systems could learn 
about some of the underlying system behaviour through which (in-
frastructural) breakdowns are caused. In this case, smart speakers 
could be designed to become proactive in their level of engagement 
with users [12], ofering explanations when a recent request failed. 

Our fndings point to an opportunity in investigating how and 
when smart speakers can expose underlying layers of their and 
interconnected IoT devices’ system behaviour and simultaneously 
reveal possible actions to recover from infrastructural breakdowns. 

7.2 Non-Verbal Communication as a Design 
Opportunity 

Our fndings point to our participants handling communication 
with their smart speakers in a similar way to how they would com-
municate with an actual person. While their overall understanding 
of how the smart speaker works varies depending on their technical 
expertise and experience with smart speakers, it was clear from 
our analysis that the majority of people tend to face their smart 
speakers during breakdowns. People act in a similar fashion during 
conversational breakdowns with collocutors to improve their com-
munication, for example, by getting closer to the other person and 
establishing eye contact. We suspect that enthusiasts may adopt 
a similar subconscious understanding—anthropomorphizing their 
devices—due to the IPA’s voice, as pointed out by PD7. Indeed, 
people attributing intent, social cues, and other anthropomorphic 
characteristics to technology has been observed previously to vary-
ing degrees [3, 29, 53, 63] and with smart speakers in particular 
[16, 22]. 

However, this metaphor of human-human communication 
also has downsides. While anthropomorphism can make use of 
metaphors and interactions familiar to people and thereby ofer 
familiar action possibilities, anthropomorphism has also a tendency 
to mislead people and raise their expectations towards technol-
ogy. Prior fndings point towards this misalignment between users’ 
expectations and the IPA’s capabilities [19, 39]. While this might 
persist in frst-time users’ experiences, we observed that smart 
speaker enthusiasts adapt their expectations over time and accept 
the limitations of smart speakers’ capabilities. More importantly 
though, our study highlights a possible subconscious behaviour 
from the enthusiasts (approaching the device or speaking up when 
experiencing a breakdown), which might change little over time, if 
at all. 

Our results suggest that enthusiasts’ behaviour around smart 
speakers, such as approaching or facing the device, could be lever-
aged as a signal that the user is attempting to recover from a break-
down. An interesting future direction is to explore whether this 
could be recognized by the smart speaker (e.g. through proxemic 
dimensions [25], or gaze as in Tama [41]) to ofer incidental intel-
ligibility [73] and reveal action possibilities to recover from these 
breakdowns. In addition, smart speakers could be designed with 
multimodal action possibilities, ofering users more and diferent 

ways of communicating with IPAs in smart speakers, such as ges-
turing and physical interaction. 

Building on this, future research could also investigate whether 
there are other user behaviours resulting from anthropomorphic 
attributions to smart speakers that could be leveraged for the design 
of smart speakers. 

7.3 Intelligibility and Control Needs of Passive 
Users 

Our results show passive users are common but can be left out of 
interaction with smart speakers or planning of smart home integra-
tions (Section 5.4.6). Passive users may be uncomfortable interacting 
with smart speakers or unaware that they are there. While passive 
household members increase their frequency of use over time due 
to convenience and frequent exposure to the smart speaker, in-
terviewees did not report the same tendency for guests. Overall, 
passive users have little means of knowing what they can do and 
how to recover from errors since not everyone uses smartphones 
nor is willing to install and confgure companion apps, as observed 
by Lau et al. [32]. Given a future of smart homes with smart speak-
ers as central interfaces for smart home appliances, it would be 
problematic if passive users had little to no means of controlling 
these appliances. Our interviewees, as primary smart speaker users, 
acted as system administrators that passive users have to rely on 
(in line with similar fndings in smart homes [43]). With growing 
numbers of IoT appliances that can interface with smart speakers, 
this burden on primary users will only increase, since they already 
struggle in their own interactions with their smart speakers. 

This highlights a need for control mechanisms for passive users. 
More care needs to be taken in the design of smart speakers to 
avoid unintended efects such as excluding particular users and a 
heavy reliance on primary users. 

One way of designing smart speakers so that they are more 
accessible to passive users would be to include the devices in the 
introduction phase, making them key actors in “showing” users 
where smart appliances are located, what they can be used for, and 
how to control them. This will likely need to be set up and main-
tained by the primary user(s), however, this would allow primary 
users to delegate introductory tasks to smart speakers so the smart 
speakers themselves can teach passive users about (new) features 
and functionalities. Furthermore, we suggest to design this without 
relying on smartphones necessarily, as they need to be confgured 
with smart speakers. Instead, we argue that for voice-enabled smart 
speakers to be more discoverable and accessible, the devices would 
beneft from a more diverse set of interaction channels through 
which users, in particular passive users, can input their requests 
and control some aspects of a smart home. While existing smart 
speakers with displays could utilize the graphical user interface 
[47], another interaction channel could be spatial interaction [27], 
where physical interaction exists within real space, which uses 
movement as input in the space as discussed in section 7.2. This 
has been seen with other technologies such as the Nest Thermostat 
[49], which comes with a mobile application, yet that application 
is not necessary for passive users. The users can control the Nest 
Thermostat by rotating it to the desired temperature setting while 
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also lighting up if the device detects the user nearby, indicating 
that they can interact with the device. 

In summary, it is a promising direction to study the intelligibility 
and control needs of passive users and investigate how they can be 
included in future smart speaker experiences? 

7.4 Limitations 
Our interest in this study has been in developing an initial un-
derstanding of intelligibility issues faced by a specifc group of 
smart speaker users – smart speaker enthusiasts – and how they 
recover from diferent types of breakdowns, in contrast with and 
complementing prior studies that have mostly focused on frst-time 
users. Our methodological approach, in which we used an online 
survey and interviews, draws on respondents’ overall experiences 
in using smart speakers. While this study might not provide de-
tails on specifc observed instances of handling breakdowns with 
smart speakers, it complements existing work by contributing new 
insights into a diferent group of users and how their accumulated 
experience infuences how they handle diferent breakdowns, in 
particular infrastructural intelligibility issues within IoT ecosys-
tems. 

In compliance with the EU’s General Data Protection Regulation 
(GDPR) article 5(c), which states that data should be “adequate, 
relevant and limited to what is necessary in relation to the purposes 
for which they are processed (‘data minimisation’)” [64], we only 
collected personal data that was deemed absolutely necessary for 
our study. In light of this and since our study did not focus on 
gender nor specifc age diferences, we did not collect participants’ 
gender and specifc age. While we acknowledge the signifcance 
of aspects such as gender, age, or socio-economic background on 
people’s experiences with smart speakers [62, 70], an investigation 
of these aspects was deemed out of scope for this study. 

Native English speakers may have a diferent experience than 
non-native English speakers with English as their only viable op-
tion to interact with their smart speaker (e.g. [72]). In this study, we 
had a mix of both. Most survey respondents were native English 
speakers, while the interviewees were only European smart speaker 
owners, due to constraints in the contract with our funding organi-
zation. As pointed out by prior research [72], non-native English 
speakers, in contrast to native speakers, might have trouble with 
respect to producing the right words for the IPA to understand. 
Having non-native English speakers use their smart speakers in 
English might have infuenced our fndings in relation to conver-
sational breakdowns. However, it is unclear whether results from 
prior studies with native Mandarin speakers [72] would translate 
to native Germanic language speakers (as with our participants 
who used the smart speaker in English) as Germanic languages 
are closely related to English. Additionally, the recruitment of the 
participants from online fora may have biased the type of people 
we got, in particular those that were comfortable and frequent users 
of these fora, and likewise could have infuenced the preference 
towards using online fora and the smart speaker community as a 
solution for issues with smart speakers. 

Lastly, our notion of “passive users” consists of both members of 
the household and guests. Future work should look into the specifc 
needs of people who indirectly interact with the smart speakers 

and people who only interact, but do not confgure nor maintain 
the smart speakers. In addition, it would be equally important to 
know what the enthusiasts’ view on sharing responsibility with 
respect to confguration and maintenance of smart speakers and 
homes, and to which extent enthusiasts would be willing to hand 
over more control to passive users. 

8 CONCLUSION 
Previous studies on smart speakers provide insights into how house-
holds integrate them into their lifestyles. We extend prior fndings 
by: contributing insights into enthusiasts’ understanding of their 
smart speakers; how they address the device; when they encounter 
unintelligible behavior, and strategies they use to recover from 
such breakdowns; and how these issues are handled in diferent 
multi-user settings. Based on our results, we propose three future re-
search directions: considering infrastructural breakdowns as learn-
ing opportunities for understanding the smart speaker’s behaviour; 
leveraging aspects of non-verbal communication as opportunities 
for design; and considering the intelligibility and control needs of 
passive users. 
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