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ABSTRACT
An important challenge in deploying pervasive computing
environments is the difficulty users have in understanding
their behaviour. It has been suggested that these environ-
ments should be made intelligible by informing users about
their understanding of the world. We propose the “Feed-
forward Torch”, a technique that combines a mobile phone
with a pico projector to help users in an pervasive comput-
ing environment understand what the result of their actions
will be.
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1. INTRODUCTION
An important usability challenge for pervasive computing
systems – and context-aware systems in general – is the dif-
ficulty in understanding how they work. Due to the fact that
these systems typically function on the periphery of human
awareness and react on implicit input gathered from sensors
without user involvement (such as location changes), users
have difficulty predicting the behaviour or even the available
features of the system [7]. Moreover, it is often not clear to
users how they can override actions taken on their behalf.
Unfortunately, these issues might eventually result in users
abandoning or refusing to adopt the system [5].

This problem can be addressed by making pervasive comput-
ing systems intelligible [2]. Intelligible systems have built-in
support for helping users understand how they work, what

they are doing and why. Examples of techniques to pro-
vide intelligibility are textual explanations to questions [9,
3] (e.g., “Why (not)?”, “What if?”, “How to?”), visualisa-
tions of devices, sensors, system events and actions [8], and
visual, domain-specific explanations [4].

This paper focuses on feedforward, a specific type of intelli-
gibility that tells users what will happen when they perform
a certain action. Well-designed feedforward is an effective
tool for bridging Norman’s Gulf of Execution [6] – the gap
between a user’s goals for action and the means for execut-
ing those goals. Feedforward has been succesfully applied in
gesture-based interaction to help users learn, perform and
remember gestures [1]. Additionally, Lim and Dey’s “What
if?”-questions [3] can be seen as a type of feedforward for
context-aware systems.

In this paper, we propose the Feedforward Torch, a com-
bination of a mobile phone and pico projector to provide
feedforward about different (smart) objects in their physi-
cal environment. Previously, we used steerable projectors
to overlay an environment with a graphical representation
of the different available sensors and devices and how they
are connected to each other [8]. The Feedforward Torch can
be seen as a continuation of that work, which is mobile, less
intrusive and on-demand instead of always-on. We have cur-
rently built a Wizard of Oz prototype of the system, and are
setting up a user study to investigate the suitability of this
technique.

2. THE FEEDFORWARD TORCH
Feedforward tells users what the result of their action will be.
In WIMP interfaces, users typically perform actions using
an input device such as a mouse or keyboard (e.g., clicking
a button, typing a character, moving the mouse pointer).
In pervasive computing environments, however, the range
of possible user actions that might trigger a certain system
response can vary widely depending on the available sensors
and can either be implicit or explicit. Examples include
moving around (location changes), different types of physical
activity (running, walking, performing gestures) or making
sounds (e.g., talking, listening to music, speech commands).

The different nature of pervasive computing environments
imposes a number of specific requirements for providing feed-
forward. First, feedforward should be conveyed in a uniform
way in different situations, regardless of the type of user ac-
tion that will trigger the command. Secondly, feedforward



should be available at all times, wherever the user might be.
For example, suppose Bob is in the bedroom and wonders
at what time his smart home will automatically close the
shutters in this room. We would not want Bob to have to
go downstairs to consult a feedforward interface on a touch-
screen panel in the living room. Ideally, he should be able to
“select” the shutters in the bedroom in a natural way and
get information about their behaviour. Finally, to make
sure users can easily associate feedforward with the corre-
sponding physical objects in their environment, it would be
beneficial to integrate feedforward as closely as possible with
the physical environment. It would thus be better to over-
lay feedforward on a photorealistic view of the environment,
instead of on a more abstract floorplan.

The Feedforward Torch allows users to point at objects in
their environment and reveal feedforward information about
them, as if they were located under a spotlight. Users are
shown under which conditions actions associated with the
object will be executed by the system (e.g., a displacement
in time or space), so that they can anticipate and adapt their
behaviour, if necessary. Based on findings with a similar
technique using fixed projectors [8], we employ animations
to better convey the effect an action will have.

Figure 1 shows how this would work in practice. As the
user approaches a display, the Feedforward Torch shows that
moving towards the display will cause a movie to be played
and will turn off the lights. This is visualized using a hori-
zontal progress bar and arrow indicating the remaining dis-
tance the user needs to walk forward before the actions will
be triggered.

Figure 1: The Feedforward Torch shows a user that
the lights will be turned off and that a movie will be
played when he approaches a display.

3. DISCUSSION
We have identified a number of opportunities and challenges
of our approach.

Mobile Projection It is not yet clear if a pico projector
would be the right choice, due to the need for low light con-
ditions and a suitable projection surface. Another approach
could be a more traditional AR approach, where information
is overlaid on a live camera view. While using a projector
has the added advantage of showing information in a co-

located way (i.e., overlaid on the object), this advantage is
lost when the result of an action affects an object outside of
the user’s direct vicinity (e.g., closing the shutters in a dif-
ferent room). One approach here might be to visualize the
effect using a projected floorplan, but this can also easily be
done on a mobile phone display. Next to hardware issues,
it is important to provide visualizations which are easy to
understand.

Recognition and Modelling For this prototype to work
in real-world scenarios, we need both object recognition – to
know which object the user is pointing to – and a detailed
model of the environment – to know what will happen given
a certain action by the user and show corresponding feed-
forward. Especially accurate object recognition in different
conditions might prove to be a difficult task.

Applicability beyond pervasive computing This tech-
nique could also be used to provide feedforward about ev-
eryday “dumb” (but possibly complex) objects in our en-
vironments, such as arrays of unlabeled light switches or
complex devices (e.g., copiers, coffee machines). Of course,
a prerequisite for this is the availability of a model of the
environment and the available objects and devices in it.
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